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A Data-Model Comparative Study of Ionospheric Positive Storm Phase 
in the Midlatitude F Region
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N. Aponte,3 and L. J. Paxton4

A strong positive storm phase was observed by both the Millstone Hill and Arecibo 
incoherent scatter radars during a moderate geomagnetic storm on 10 September 
2005. The positive storm phase featured an interesting UT–altitude profile of the 
F region electron density enhancement that closely resembles the Greek letter L. 
The radar measurements showed that the uplift of the electron density peak height 
corresponded to a strong upward ion drift, whereas the subsequent falling of the 
peak height coincided with a downward ion drift. Using realistic, time-dependent 
ionospheric convection and auroral precipitation as input, the thermosphere–
ionosphere electrodynamics general circulation model (TIEGCM) is able to 
reproduce the same L-like structure in the electron density profile, along with many 
large-scale features in electron temperature and vertical ion drift as observed by 
the radars. Over the 3-day period of 8–10 September, our simulation results show 
an error of 1%–4% for hmF2, electron, and ion temperatures at both radar locations. 
The estimated error for NmF2 is about 9% at Millstone Hill and 19% at Arecibo. 
However, the simulated vertical ion drifts are less accurate, with the normalized 
root-mean-square errors of 72% at Millstone Hill and 52% at Arecibo, due largely 
to model’s inability to capture the large temporal fluctuations measured by the 
radars. However, it reproduces reasonably well the overall large-scale variations 
during the 3-day period, including the storm-time-enhanced upward ion drift that 
is responsible for the interesting F region density profile. The model is also able 
to reproduce the temporal and spatial total electron content variations as shown 
in the global GPS maps. The comparison with the GUVI O/N2 is less satisfactory, 
although there is a general agreement in terms of relative O/N2 changes during 
the storm in the longitudinal sector between 60°W and 80°W where the radars are 
located. The detailed data–model comparison carried out in this study is helpful 
not only to validate the model but also to interpret the complex observations. The 
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TIEGCM simulations reveal that it is the enhanced meridional neutral wind, not 
the penetration electric field, that is the primary cause of the L structure of the F 
region electron density profile.

1. Introduction

Ionospheric disturbances are often categorized as a posi-
tive or negative storm phase if there is an increase or de-
crease of the F region peak electron densities with respect 
to their quiet time values. It is well-known that ionospheric 
storm effects are determined by a combination of chemical, 
dynamic, and electrodynamic processes. Increased O2 and 
N2 densities result in increased conversion of O+ to O2

+ and 
NO+, which then rapidly recombine with electrons, result-
ing in a rapid decrease in electron density [Rishbeth, 1989; 
Burns et al., 1995]. Although neutral composition changes 
are often attributed to the formation of a negative storm 
phase [Prölss, 1993], several studies have shown a posi-
tive storm phase as a result of a large increase in the O/N2  
ratio [e.g., Burns et al., 1995; Field et al., 1998]. Magne
tospheric electric fields associated with a strongly southward 
interplanetary magnetic field (IMF) are most effective in 
producing large geomagnetic storms. They drive strong ion 
convection in the high-latitude polar regions, and a fraction 
of magnetospheric electric fields can penetrate to middle and 
low latitudes, prompting nearly simultaneous ionospheric 
disturbances there. The fast-moving ions driven by magnet-
ospheric electric fields at high latitudes collide with neutrals 
to produce frictional heating or joule heating. The excessive 
joule heating dissipation in the high-latitude polar regions 
produces large pressure gradients that drive neutral winds 
equatorward toward middle and low latitudes, even into the 
opposite hemisphere. An enhanced equatorward (poleward) 
meridional wind pushes plasma up (down) along magnetic 
field lines due to their inclination with respect to Earth’s 
surface, raising or lowering the F region electron density 
peak height accordingly. In addition, a polarization electric 
field can be created in the midlatitude regions by the storm-
enhanced neutral winds to form the “disturbance dynamo” 
effect [Blanc and Richmond, 1980]. In a real storm event,  
several different processes may work in concert. Also, be-
cause of the complex interaction among the different pro
cesses, it is often very difficult to distinguish the effects of 
one process from another.

While the effects of neutral wind dynamics on ionospheric 
storms are fully recognized (see reviews by Prölss [1995], 
Buonsanto [1999], and Mendillo [2006]), in recent years, 
more attention has been paid to the prompt penetration 

electric fields, partly due to the fact that major geomagnetic 
storms tend to be associated with a strong southward IMF. 
Huang et al. [2005b] showed several cases in which the pen-
etration electric field can last several hours after the IMF 
turns southward and geomagnetic activity remains high. The 
large penetration electric fields produce the so-called super-
fountain effect, which significantly intensifies the total elec-
tron content (TEC) [e.g., Tsurutani et al., 2004; Mannucci et 
al., 2005] and are found to be a primary cause of the dayside 
positive storm phase [e.g., Huang et al., 2005a]. Therefore, 
the storm effects produced by such long-lasting penetration 
electric fields may have overshadowed the relatively weaker 
effects of disturbance neutral winds during major storms.

In this paper, we expand the work by Lu et al. [in press] 
on a moderate geomagnetic storm taking place on 10 Sep-
tember 2005. The event was depicted by a very interesting 
feature in the F region electron density profile that closely 
resembles the Greek letter L. The observational aspect of 
the event has been discussed in detail by Goncharenko et 
al. [2007]. Here we focus our attention on comparison of 
the simulation results from the Thermosphere–Ionosphere 
Electrodynamics General Circulation Model (TIEGCM) 
[Richmond et al., 1992] with measurements obtained from 
two incoherent scatter radars located in the lower and higher 
midlatitudes, with Arecibo in Puerto Rico and Millstone Hill 
in Massachusetts, as well as with those from the global GPS 
receivers and the TIMED/GUVI instrument. Through such 
a comprehensive data–model comparison, we will not only 
validate our model’s performance but also shed some new 
light on the underlying physical processes that are responsi-
ble for the L-shaped F region electron density variation.

It should be pointed out that a very similar L structure 
in the electron density profile was reported by Roble et al. 
[1978] during the September 1974 geomagnetic storm. Us-
ing a simplified two-dimensional (e.g., latitude versus alti-
tude) thermospheric and ionospheric model, they concluded 
that the positive storm phase was produced by gravity waves 
generated by impulsive heating over the polar cap region. 
However, in that study, the heat source (assumed to be pri-
marily joule heating) distribution as well as its temporal 
variation were prescribed to match the observed ionospheric 
property. In this study, we will use the more advanced 
three-dimensional model of the TIEGCM, along with more 
realistic magnetospheric energy inputs derived from the as-
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similative mapping of ionospheric electrodynamics (AMIE) 
procedure [Richmond and Kamide, 1988], to reexamine the 
conclusions made by Roble et al. [1978].

2. Observations and Model Comparison

2.1. Geophysical Conditions and Model Inputs

The solar wind and geophysical conditions for the 8–10 
September 2005 period are shown in Figure 1. The solar 
wind parameters measured by the ACE satellite have been 
time-shifted by 36 min to account for the solar wind propa-
gation time required from the upstream location to the day-
side magnetopause. From 0400 UT on 8 September until 
~1400 UT on 9 September, the magnitude of IMF Bz was 
less than 5 nT. As a result, the geophysical condition of the 
ionosphere and magnetosphere was quiet, as indicated by 
the small values of Dst, AE, the polar cap potential drop and 
the power inputs of joule heating and auroral precipitation. 
Around 1400 UT on 9 September, an interplanetary shock 
arrived, along with a rapid increase in solar wind dynamic 
pressure. The pressure impulse prompted a storm sudden 
commencement as shown by the positive excursion in Dst, 
together with increases in AE, the polar cap potential drop 
and joule heating dissipation. The geophysical disturbances 
associated with the solar wind dynamic pressure impulse are 
interesting but not the focus of this study. Here we concen-
trate on the disturbance during the second half day on 10 
September when a moderate geomagnetic storm took place 
following a southward turning of the IMF near 1600 UT. 
The storm had a minimum Dst value of about -70 nT and a 
maximum AE value of ~2500 nT. The cross polar cap poten-
tial drop and the hemispheric integrated joule heating both 
increased after the IMF turned southward. The magnitude 
of the hemispheric integrated joule heating rate was much 
larger in the northern hemisphere than in the southern hemi-
sphere. As discussed by Lu et al. [in press], this hemispheric 
difference is due in part to the relatively sparse data cover-
age in the southern hemisphere, which resulted in smaller 
electric potential drops because of the interpolation of the 
limited data points when applying the AMIE procedure [Lu 
et al., 1996]. The increase in auroral electron energy flux 
was rather subtle, and the hemispheric integrated auroral 
power was substantially smaller than joule heating dissipa-
tion during the event.

To simulate the ionospheric and thermospheric response 
to this moderate geomagnetic storm, we have used the re-
alistic, time-dependent high-latitude ionospheric convec-
tion and auroral precipitation patterns derived from AMIE. 
The data input to AMIE was obtained from various space- 
and ground-based observations, including those from the 

Defense Meteorological Satellite Program (F13, 15, and 
16) and NOAA (NOAA 15, 16, and 17) satellites, 12 Su-
per Dual Auroral Radar Network radars (10 in the north-
ern hemisphere and 2 in the southern hemisphere), and 178 
ground magnetometers. Patterns of ionospheric convection, 
auroral electron energy flux, and characteristic energy, along 
with many other ionospheric electrodynamic fields, were  
derived in a 5-min cadence over both northern and southern 
hemispheres. The AMIE patterns were timely interpolated 
to drive the TIEGCM, which ran in a 2-min time step. Solar 
EUV and UV fluxes (which have a 1-min time resolution) 
were obtained from the empirical flare irradiance spectral 
model (FISM) [Chamberlin et al., 2007] to replace the tradi-
tional F10.7 proxy (which is a daily average) for this particu-
lar event. At the lower boundary, the model incorporates the 

Figure 1. Distributions of the (a) IMF Bz component, (b) solar 
wind dynamic pressure, (c) Dst index, (d) AE index, (e) cross polar 
cap electric potential drop in the northern (solid line) and southern 
(dashed line) hemisphere, and (f ) hemispheric integrated joule heat-
ing over the northern hemisphere (solid line) and southern (dashed 
line) and the northern hemispheric integrated auroral power (dotted 
line). The vertical dashed line marks the onset of the geomagnetic 
storm at about 1600 UT on 10 September.
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amplitudes of diurnal and semidiurnal tides at the model’s 
lower boundary based on the global scale wave model [Ha-
gan and Forbes, 2002]. For this study, we used the coarse-
grid version of the TIEGCM, which has an effective 5° × 
5° latitude–longitude grid with 29 constant pressure levels, 
extending from about 97 km up to 500–800 km, depend-
ing on solar cycle conditions. This study mainly concerns 
the altitude range between 100 and 500 km where the radar 
measurements were obtained.

2.2. Comparison With Radar Measurements

Plate 1 shows the measured and simulated electron density 
Ne, electron temperature Te, and vertical ion drift Wi over 
Millstone Hill from 1000 to 2400 UT on the quiet day of 
8 September (left) and on the storm day of 10 September 
(right), respectively. The Millstone Hill radar is located at 
42.6°N and 71.5°W, and the local time (LT) corresponds 
roughly to UT - 5. In comparison with the quiet day Ne 
distribution, there was a significant increase of Ne in the 
F region between ~1600 and 2300 UT on the storm day of 
10 September, along with the increase of the F region peak 
height hmF2. The most striking feature is the UT–altitude 
profile of the Ne enhancement, which closely resembles the 
Greek letter L. Accompanied by the increase in Ne was a 
decrease in Te. The anticorrelation between Te and Ne is 
fully anticipated since the electron cooling rate is propor-
tional to Ne [Schunk and Nagy, 2000]. The ion temperature 
(not shown), on the other hand, increased slightly during the 
storm [Goncharenko et al., 2007]. The measured vertical ion 
drift showed a large upward motion starting at ~1640 UT, 
which coincided with the initial uplift of hmF2. The ion drift 
then became downward at 1900 UT, about the same time 
when hmF2 started to fall.

At first glance, the TIEGCM simulations appear to be in 
a good quantitative agreement with the Millstone Hill radar 
measurements on both quiet and storm days. A similar L-
like structure in the UT–altitude distribution of Ne is very 
well reproduced by the model, as is the anticorrelation be-
tween the simulated Ne and Te. There are, however, some 
qualitative differences between the observed and simulated 
Ne. For example, the simulated F region Te on 8 September 
starts to decrease too fast compared with the radar-measured 
Te shown in Plate 1c. However, during the storm, the simu-
lations show a generally good agreement with the measure-
ments, except for a short period around 2200 UT when the 
simulated Te becomes cooler by a few hundreds of degrees 
than the measured Te.

The simulated vertical ion drift also shows many large-
scale features consistent with the radar observations. On the 
quiet day as well as prior to the storm onset, the Millstone 

Hill radar observed upward ion drift above ~350 km. Similar 
upward ion drift is seen in the simulations but at higher alti-
tudes, mostly above 450 km. The prestorm upward ion drift, 
as found in the simulations, is associated with ion diffusion 
derived by the imbalance between the upward plasma pres-
sure gradient force and the downward gravitational force on 
the plasma. At 1640 UT on 10 September, the time when 
the Millstone Hill radar started to observe strong upward ion 
drift, the simulation also shows a temporarily enhanced up-
ward drift above 300 km followed by a more pronounced up-
ward ion drift about 10 min later. In the region below 250 km, 
however, the simulated strong upward ion drift (> 25 m/s)  
lags behind the radar measurements by nearly 40 min.

Plate 2 shows the similar data–model comparison but over 
Arecibo. The Arecibo radar is at 18.3°N and 66.7°W and 
LT = UT - 4.4. It observed a similar L-like structure in the 
Ne profile as the Millstone Hill radar did. The rise of hmF2 at 
Arecibo was delayed until ~1750 UT, again coincident with 
the enhanced upward ion drift. The time delay in the initial 
uplift of hmF2 between Millstone Hill and Arecibo implies a 
propagation speed of 680 m/s for the traveling ionospheric 
disturbance (TID). The anticorrelation between Ne and Te 
was more pronounced in the Arecibo measurements.

The simulated Ne is in reasonably good agreement with the 
radar measurements. However, the simulations do not show 
the measured temporal density drop around 2100 UT on 8 
September, and the simulated Ne is too large compared with 
the measured Ne in the upward lag of the L structure. The 
simulated Te is also in a good agreement with the measured 
Te on both the quiet day and the storm day. The simulated 
vertical ion drift agrees well with the measurements on 8 
September. On 10 September, the prestorm F region vertical 
ion drift consisted of a strong downward flow, followed by a 
strong upward flow. The simulations display a similar down-
ward-to-upward change in vertical ion drift at ~1030 UT, 
about 1 h too early with respect to the radar observations. A 
better agreement between the measured and simulated drifts 
is found after 1800 UT over Arecibo, including the hockey-
stick-like structure of strong upward ion drift followed by 
downward ion drift.

To assess the model performance in a more quantitative 
fashion, we follow the same approach proposed by Paw-
lowski et al. [2008] who carried out a detailed data–model 
comparison for the entire month of September 2005, includ-
ing the storm interval that we are analyzing here. Figure 2  
shows the comparison of the observed and simulated pa-
rameters at the F region peak height, since hmF2 is com-
monly considered as a good representative of the F region 
variations during storms. The normalized root-mean-square 
(RMS) error and the cross-correlation coefficient (corr) of 
the model outputs are shown in each panel. According to 



Plate 1. UT–altitude profiles of (a) measured electron density, (b) simulated electron density, (c) measured electron 
temperature, (d) simulated electron temperature, (e) measured vertical ion drift, and (f ) simulated vertical ion drift for 
the (left) quiet day on 8 September and (right) storm day on 10 September over Millstone Hill. The vertical dashed line 
denotes the onset of upward lift of the electron density peak height.
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Plate 2. Similar to Plate 1, but over Arecibo.
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Pawlowski et al. [2008], the normalized RMS error is de-
fined as Ök(Fmodel - Fdata)

2l                     
¾¾¾¾¾¾¾

 y ÖkF 2datal         
¾¾¾ , where k l symbolizes 

taking a mean and F denotes a given parameter (e. g., the 
electron density, temperature, vertical ion drift). At Mill-
stone Hill, the normalized RMS errors are about 1%–3%, 
except for the vertical ion drift, for which the error is sub-
stantially large at 72%. Our normalized RMS errors for the 
density and temperature are about an order of magnitude 
smaller than what Pawlowski et al. [2008] showed for their 
model validation. At Arecibo, our normalized RMS errors  
are 2% for hmF2, 19% for NmF2, 4% for Te, and 1% for Ti, 
but 52% for Wi. The large error in the simulated Wi at Mill-
stone Hill is mainly associated with the large fluctuations in 
the observed Wi that the model is unable to capture partly 
due to the coarse grid size of our global model. On the other 
hand, the retrieval of the F region vertical ion drifts by IS ra-
dars may also be subject to some uncertainties [e.g., Aponte 
et al., 2005]. Despite that, the model seems to do a reason-
ably good job in reproducing the general behavior of the 
vertical ion drift for the 3-day period, including the large 
upward drift during the storm on late September 10. The 
cross-correlation coefficients are around 0.70–0.90 for the 

density and temperature, which again are better than the val-
ues shown by Pawlowski et al. [2008]. However, the cross- 
correlation coefficient is somewhat lower (0.41 and 0.66 at 
the two radar locations, respectively) for Wi.

2.3. Comparison With GPS TEC Measurements

Plate 3 shows the comparison between the GPS TEC 
measurements and the simulated TEC from the TIEGCM. 
These TEC maps are plotted in a fixed local time range be-
tween 0400 and 2000 LT, as there was not much activity on 
the nightside. Although the GPS TEC maps suffer from the 
lack of data over the vast Pacific and Atlantic oceans, some 
storm-related TEC changes were discernible, particularly 
over the Central and North American sector (highlighted by 
the square box) and in the South Pacific region (highlighted 
by the oval-shaped area). There was a gradual increase in 
TEC in both these regions, with a maximum TEC enhance-
ment reached around 2100 UT on 10 September.

There are some similarities between the simulated and ob-
served TEC features, such as the TEC enhancements in the 
American and South Pacific regions. In the GPS maps, the 

Figure 2. Comparison of observed (solid lines) and simulated (dashed lines) (a) and (a¢ ) hmF2, (b) and (b¢ ) NmF2, (c) and 
(c¢ ) electron temperature Te at hmF2, (d) and (d¢ ) ion temperature Ti at hmF2, and (e) and (e¢ ) vertical ion drift Wi at hmF2 
over (left) Millstone Hill and (right) Arecibo. The values of the normalized RMS error (error) and the cross-correlation 
coefficient (corr) are listed in each panel.
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TEC enhancement over South Pacific appeared as a locally 
confined structure; in the model, it appears as a westward, 
slow-moving structure originated near the western edge of 
South America. From 1700 UT to 2100 UT, near Central 
America, the observed TEC increased from ~30 to over 70 
TECU. In the simulation, TEC increases from ~25 to ~50 
TECU. An important difference between the GPS TEC maps 
and the simulated TEC maps is that the simulated TEC val-
ues in the middle- and low-latitude regions are about 15%–
35% smaller than the observations. This underestimation is 
partly due to the altitude limit of the TIEGCM (its upper 
boundary altitude is about 570 km for this storm, which took 
place near solar-minimum conditions).

2.4. Comparison With GUVI O/N2 Measurements

Plate 4 shows the percent difference distributions of the 
ratio between the height integrated O and N2 density, with 
the GUVI measurements shown on the top, and the simula-
tion results that have been spatially and temporally extracted 
along the satellite track shown on the bottom. The compari-
son represents the percent change of O/N2 on 10 September 
with respect to the quiet day of 8 September. There is some 
degree of agreement between the measurement and simula-
tion in terms of the general morphology, for example, a de-
pletion of O/N2 over most parts of the northern and southern 
polar regions and a minor increase (~10%) for most of the 
middle-to-low-latitude region. An increase of O/N2 is seen 
by both observations and simulations at the northern edge 
of Canada as well as between the longitude range of 120°W 
and 160°W, although the model results appear as much 
larger-scale structures. In the GUVI plot, there was a ~20% 
increase just off the U.S. east coast and ~20° eastward. A 
similar O/N2 increase can be found in the simulations as well, 
but about 10° further eastward. In general, the agreement is 
reasonable in the longitude sector between 60°W and 80°W 
where the Millstone Hill and Arecibo radars are located. 
There are, of course, many qualitative differences between 
the measurements and simulations, particularly a pair of 
positive and negative O/N2 changes over North America, in 
the simulation that cannot be found in the GUVI data.

3. Discussion

The detailed data and model comparison shown in the 
previous section assure us that the coupled AMIE–TIEGCM 
has captured reasonably well some large-scale storm fea-
tures in the F region. In this section, we attempt to explore 
the underlying physical mechanisms responsible for the ob-
served ionospheric storm effects with the help of the numeri-
cal simulations.

As pointed out in the Introduction, neutral composition 
changes are known to play an important role in producing 
ionospheric disturbances during geomagnetic storms. To 
verify whether the composition change is a controlling fac-
tor in this case, Lu et al. [in press] compared the percent 
changes in Ne with the percent changes in O/N2 [see Lu et al., 
in press, Figure 4] and found no direct correlation between 
the electron density increase and the O/N2 enhancement, im-
plying that the composition changes are not the main cause 
of this particular positive storm phase. This conclusion is 
also consistent with the finding of Goncharenko et al. [2007] 
that the O/N2 change played only a minor role in producing 
the observed positive storm phase. The weak compositional 
effect shown in this case is not surprising. As described by 
Prölss [1993], the equatorward transport of composition 
bulge is more pronounced in the postmidnight sector, where 
the storm-generated neutral winds are predominantly equa-
torward due to less interference by the poleward background 
winds present during daytime.

We now turn our attention to the possible effect that dy-
namic and electrodynamic processes may have on the ob-
served ionospheric disturbances. The simulated vertical ion 
drift shown in Plates 1f and 2f is the sum of all contributions 
from the electric fields, meridional neutral wind, and ion dif-
fusion [i.e., Schunk and Nagy, 2000]. To assess the relative 
contribution of neutral wind and the electric fields to verti-
cal ion drift, Plates 5a to 5c shows the meridional wind, the 
vertical ion drift component due to meridional wind, and the 
vertical ion drift due to the electric field, respectively. As ex-
pected, the wind-driven vertical ion drift and the meridional 
wind are anticorrelated in the midlatitude region. Compared 
with the total vertical ion drift shown in Plates 1f and 2f, 
it is evident that storm-time vertical ion drift is primarily 
driven by the meridional wind surges. There are no signifi-
cant changes in the electric field driven ion drift except for 
a very brief period around 1640 UT in both Millstone Hill 
and Arecibo. This temporal increase in upward ion drift is 
a result of the magnetospheric electric field penetration to 
midlatitudes. However, this leakage/penetration of mag-
netospheric electric field is a numerical rather than a well-
simulated physical effect since the model was not coupled 
with an inner magnetospheric model such as in the study 
by Maruyama et al. [2005]. This weak penetration electric 
field, however, did produce a simultaneous increase in TEC 
seen by the ground GPS receivers across several latitudes at 
1630 UT [Goncharenko et al., 2007]. The penetration elec-
tric field in our simulation is thus delayed about 10 min com-
pared with the observations, which can be partly attributed 
to the fact that the TIEGCM outputs were saved in a 10-min 
cadence although the model itself was running in a 2-min 
time step.
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Plate 3. Comparison of measured GPS TEC and simulated TEC distributions.
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Plate 4. Comparison of the O/N2 percent difference from the (top) GUVI measurements and (bottom) TIEGCM  
simulations.
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Plate 5. (a) and (a¢ ) Simulated UT–altitude profiles of meridional wind, (b) and (b¢ ) vertical ion drift due to neutral wind, 
and (c) and (c¢ ) vertical ion drift due to electric field (bottom row). The vertical dashed lines mark the onset of the uplift 
of the electron density peak height over (left) Millstone Hill and (right) Arecibo. Positive value corresponds to northward 
meridional wind or upward ion drift.
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As shown by Lu et al. [in press, Figure 3], there is a clear 
signature of traveling atmospheric disturbance in meridional 
wind, which propagates at a phase speed of ~700 m/s. The 
equatorward wind surge pushes ions upward in the north-
ern hemisphere and downward in the southern hemisphere, 
with the demarcation near the local magnetic equator. How-
ever, there was very little change in zonal ion drift during 
the storm. They attributed the ineffectiveness for neutral 
winds to generate a disturbance dynamo field to the fact that 
the relatively large daytime E region conductivity may ef-
fectively short out the F region dynamo-driven currents, a 
mechanism proposed by Rishbeth [1997].

4. Conclusion

The comprehensive storm-time observations by the Mill-
stone Hill and Arecibo radars provided an excellent op-
portunity to put the TIEGCM to a test. Although it was a 
moderate storm with a minimum Dst value of -70 nT and 
a maximum AE value of 2500 nT, the ionosphere exhibited 
some very interesting characteristics, such as the L-shaped 
profile of the F region electron density. Through the detailed 
data–model comparison, we have shown that the coupled 
AMIE–TIEGCM is able to reproduce many observed storm 
features of the ionosphere, including the L structure in the 
F region electron density profile. The quantitative error as-
sessment indicates that our simulation results have an error 
of 1%–4% for hmF2, electron and ion temperatures at both 
radar locations during the 3-day period of 8–10 September 
2005. The estimated error for NmF2 is about 9% at Millstone 
Hill and 19% at Arecibo. However, the simulated vertical 
ion drifts are less accurate, with the normalized RMS errors 
at 72% at Millstone Hill and 52% at Arecibo. The model is 
unable to capture the large temporal fluctuations shown in 
the radar observations, but it does reproduce reasonably well 
the overall large-scale variations during the 3-day period, in-
cluding the storm-time-enhanced upward ion drift.

The TIEGCM simulations reveal that the primary cause 
of this dayside positive storm phase is the storm-enhanced 
meridional neutral wind. The enhanced joule heating in the 
high-latitude auroral zone produces a strongly equatorward/
southward meridional wind surge that pushes plasma upward 
at midlatitudes. The subsequent northward wind associated 
with the rarefaction waves then pushes plasma downward, 
causing the F region peak height to drop. The neutral wind 
surges propagate in the form of gravity waves at a speed of 
~700 m/s, consistent with the time delay observed between 
the two radars. The detailed component analysis of the sim-
ulated ion drift shows no significant dynamo electric field 
produced by the wind surges in this case study. Our simula-
tions also confirm that for this particular storm event, both 

composition changes and the penetration magnetospheric 
electric fields have played a very minor role in producing 
the observed positive storm phase. Our study presented here 
is fully consistent with the previous findings by Roble et al. 
[1978], and it reiterates the importance of neutral wind ef-
fects on ionospheric disturbances.
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